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Abstract

Halton’s low discrepancy sequence is still very popular in spite of its shortcomings with respect to the correlation between points of two-dimensional projections for large dimensions. As a remedy, several types of scrambling and/or randomizations for this sequence have been proposed. We examine empirically some of these by calculating their $L_4$- and $L_2$-discrepancies ($D^*$ resp. $T^*$), and by performing integration tests.

Most investigated sequence types give practically equivalent results for $D^*$, $T^*$, and the integration error with two exceptions: random shift sequences are in some cases less efficient, and the shuffled Halton sequence is no more efficient than a pseudo-random one. However, the correlation mentioned above can only be broken with digit scrambling methods, even though the average correlation of many randomized sequences tends to zero.
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I. Introduction

The Halton sequence [6] is still one of the most popular low discrepancy sequences. It can be produced easily and fast with simple algorithms, of which several have been published (e.g. [12], [1], the original [7] is obsolete). Halton sequences are of course not unique but depend on the set of prime numbers taken as bases to construct their vector components. Typically and most efficiently the lowest possible primes are used. Criticism against the use of the Halton sequence instead of the more recent ones of Sobol [25], Niederrreiter [15], or Niederreiter-Xing [17] comes from two sides: First, the asymptotic behavior of its star discrepancy

\[ D^* = C(s) \log(N)/N \]  

(1)

has a coefficient \( C(s) \) which increases exponentially with dimension \( s \) [e.g. 13], and, second, two-dimensional orthogonal projections of vector components with large primes as basis (which are needed if the dimension is large) show a high correlation between coordinate pairs for sequences, whose length \( N \) is not large compared to the product of the two primes. This behavior, i.e. that the projections onto dimensions \( j \) and \( k \) concentrate along the diagonal \( x_j = x_k \) and parallels to it, has also been dubbed “bad coverage” (i.e. of the projected subspace) [8].

The question, which low discrepancy sequence is the “best” for quasi-Monte Carlo integration, has, unfortunately, no unambiguous answer. Theoretically, one can define parameters of uniformity [see e.g. 16], of which the most prominent are the \( L_{\infty} \) or star discrepancy \( D^* \), and the \( L_2 \) or root mean square discrepancy \( T^* \). \( D^* \) appears in an often cited rigorous error limit, the Koksma-Hlawka inequality, but its calculation is infeasible even for moderate values of \( s \) and \( N \), while for \( T^* \), which can be calculated in a wider parameter range, no similar bound exists. Experimentally, a lot of integration tests (and tests in more complex applications) have been performed (e.g. [14], [26], [29], [22]), however most of them are not very conclusive because the authors do not show the heavily fluctuating (!) behavior of the integration error \( \varepsilon(N) \)
as function of the number of trials. Only the smoothed behavior, i.e. the trend of errors as function of \( N \) can be taken as meaningful.

We come back to the arguments against the use of Halton sequences. The first one is void, because it is meanwhile clear [21] that now and in the foreseeable future we are far from the asymptotic region of eq. (1) in practical quasi-Monte Carlo problems. On the contrary, computations of \( D^* \) [21], \( T^* \), and errors in integration tests [22] show that Halton sequences (not taking unnecessarily large primes as bases), Sobol, and Niederreiter sequences show very similar behavior of \( D^*(N) \), \( T^*(N) \) and \( \varepsilon(N) \), and there are many examples, in which Halton sequences lead to smaller errors than, e.g., Niederreiter ones.

The correlation problem is a more serious one under two conditions: (a) the number \( N \) of trial points is not large compared with the product of the two largest prime bases of the Halton sequence (generally \( p(s) \) and \( p(s-1) \), where \( p(k) \) is the \( k \)th prime), and (b) the integrand itself is highly correlated in the selected dimensions, which is often the case in simulation problems. This is now the point where “scrambling” enters the stage.

The idea was first proposed by Braaten and Weller [3]. The \( k \)th component of the Halton sequence is defined as the van der Corput sequence to prime \( b = p(k) \), i.e.

\[
\Phi_k(n) = d_k^0 /b + d_k^1 /b^2 + d_k^2 /b^3 + ..., \tag{2}
\]

where the \( d_k^j \) are the digits in the base \( b \) representation of \( n \). For finite \( n \), the set \( \{d^j\} \) is also finite, and it can be shown that it is allowed to permute this set (leaving only \( d^0 \) fixed) by a permutation \( \pi \) which is fixed for the whole sequence \( n = 1...N \) but different for different dimensions \( k = 1 ... s \). I.e. we have now

\[
\Psi_k(n) = \pi_k(d_k^0) /b + \pi_k(d_k^1)/b^2 + \pi_k(d_k^2)/b^3 + ... \tag{3}
\]
The scrambled or generalized Halton sequence is then composed from these components $\psi(n)$ instead of the original $\phi(n)$. Remains the question which permutations to take. In Ref. [3] in lack of a better method these were obtained by minimizing $T^*$ for an increasing number of dimensions leaving the earlier permutations fixed. This leads to a table of permutations, given there up to $s = 16$, and extendable with moderate effort [28]. Similar tables have been used in Ref. [27]. A very special permutation simply reversing the list $\{d^1_k, d^2_k, ..., d^{\text{max}}_k\}$ was recently proposed [28]. Other permutations are discussed below.

Recently under the label of “shuffled” Halton sequences another way of breaking the above mentioned correlations was promoted [8], which had already been proposed in [13]. Here, the whole Halton sequence is first produced for a given length $N$, and then all of its vector components $\phi_k(n), n = 1 ... N$, are randomly permuted by different permutations. As we will discuss below in Section VI, we doubt that this is still a low discrepancy sequence for $s > 1$.

As a remedy for the non-existence of practical error estimates randomized low discrepancy sequences were introduced [19]. Applied to the Halton sequence this means that several random scramblings are applied to the sequence and the average outcome of using them is taken as result. This allows error estimates, which, instead of strict but useless bounds, are now useful though statistical error estimates similar to those available for pseudo-Monte Carlo integration. There are many different ways of scrambling the Halton sequence, some of which have been discussed in Ref. [29].

As a contribution to this discussion, we present here computations of $D^*$ and $T^*$ and average and rms errors $\varepsilon(N)$ and $\sigma(N)$ from integration tests for several scrambled and randomized Halton sequences. As a compromise with regard to our computer resources, $D^*$ was computed only in 4 dimensions, which then allows to reach $N$ about 2000. $T^*$ was limited here to between $10^4$ and $10^6$, since the correlation problem discussed above is more interesting for
small than for large $N$. Some integral tests with randomized Halton sequences have also been published in Ref. [29].

As a general result we find that the dependence of $D^*$, $T^*$, and integration errors on the method of scrambling and/or randomizing the Halton sequence is very small, so that other considerations, e.g. the ease of implementation could play a larger role in its choice.

II. The investigated sequences

We list here the sequences investigated in this work and the code letters used for them:

(H) the original Halton sequence started from $N = 1$ (but see remark below). In addition to this single sequence, we used also consecutive pieces of length $N$ from a single Halton sequence as replicates from which standard deviations could be estimated. In Ref. [18] this has been called “internal replication”. We have used this procedure since Ref. [1] for all integrations. When we compute discrepancies we code it as H5. Furthermore:

(B) is the scrambled Halton sequence of Ref. [3] (this is a special case of digit scrambling),

(R) the reverse Halton sequence of [28],

(F) the randomly shifted Halton sequence [26, 29].

(V, Y and Z) are different implementations of the random-start Halton sequence [29],

(D) the digit-scrambled Halton sequence mentioned in Ref. [29], and

(M) the shuffled Halton sequence of [13], heavily promoted in [8], which we treat in Section VI.

In cases F to M above one obtains random instances (“replicates” or “repetitions”) of the scrambled sequence, which allow the computation of statistical parameters. For the discrepancies we generally used five such repetitions, for the integration tests 10 or 1000. As usual, we take the smallest available primes as bases. The implementation of most sequences is trivial, and the reader can consult the references. For digit scrambling we mention that we kept the digit 0 unscrambled (as in [3], not mentioned in [29]). For the computation of $D^*$ all sequences were
computed in Mathematica and sent to a Fortran routine. An implementation note for the random start sequence is given in the Appendix.

III. \( L_4 \)-discrepancies \( D^* \) of some Halton sequences

In this section we show results on the \( L_4 \)-discrepancy for various modified Halton sequences in \( s = 4 \) dimensions. This choice is a compromise between the wish for high dimension and the limits on \( N \) by the available computer resources.

As for other sequences [21] after a short initial region (\( N \leq 10 \)), which is necessary to keep \( D^* < 1.0 \), \( D^* \) decreases with a power law, whose exponent is approximately -0.7 here, increasing very slowly with \( N \). Fig. 1 shows the three non-randomized sequences (H, B, and R). Their difference is visible, though not important, especially since a practitioner should anyhow use several different sequences for error control. Fig. 2 shows an example of five instances of the digit scrambled sequence plus a shifted plot of the internally replicated sequence. One observes a striking similarity. Note that the true fluctuations are larger than seen in the figures, since for \( N > 200 \) we computed \( D^*(N) \) only for selected values of \( N \). Fig. 3 shows how near the \( D^*(N) \) of the randomized sequences (F, V, and D) are to each other. The rms ratio of any pair of data sets differs from 1.0 by less than 10\%, whereas the maximum observed absolute deviation from 1 of the ratio of any pair due to fluctuations is < 30\%. It also shows that the shuffled sequence (M) has a larger \( D^* \) than the others, and decays much slower (cf. Section VI). Fig. 4 shows that the three different implementations of the random start Halton sequence are practically identical. Only their fluctuations occur at different \( N \).

IV. \( L_2 \)-discrepancies \( T^* \) of some Halton sequences

In contrast to \( L_4 \)-discrepancies \( D^* \), the \( L_2 \)-discrepancies \( T \) (for arbitrary axis-parallel hyper-rectangles) and \( T^* \) (for axis-parallel hyper-rectangles containing the origin as one corner)
can be calculated to much higher $N$. We did that for $s = 4$ and 12 for $N$ between $10^4$ and $10^6$. Here, we concentrate on $T^*$, for which the inequality $T^* < D^*$ holds, and which has often been used to assess the quality of different sequences (e.g. [3], [26], [11], [10]).

The typical situation for small dimension (here $s = 4$) is shown in Fig. 5: With the exception of the first few points of some sequences (including standard H, which is not shown), and of the shuffled sequence (M), the values of $T^*$ stay below the expectation for a random sequence (straight line). But for $N \lesssim 30$ they are not too far from random behavior, and only then turn into a steeper decay. For $N > 100$, $T^*$ of sequences B (not shown), D, H5 and V is practically the same, while that of F is somewhat higher, and the shuffled sequence M stays always near the random line. Except M, the log-log slope is slowly increasing, for H5, B, D, and V from about -0.75 to about -0.85. Such increase is expected since $T^* < D^*$, and $D^*$ is asymptotically $O(\log N^s/N)$ with a slope approaching -1. But note that the crossover of the asymptotic $D^*$ and the random expectation of $T^*$ is very far out, e.g. for $s = 4$ at $N = 10^{12}$, and for $s = 12$ already at $10^{58}$. Fig. 6 shows $T^*$ of five instances of the digit scrambled sequence (D, shifted upwards) and of the internally replicated sequence H5. The differences between the replicates, about 30% of the value, are generally not larger than the fluctuations.

Fig. 7 shows for dimension 12 that sequences M and more so H begin with a $T^*$ much larger than the random expectation. But from $N = 10^4$ onwards the curves for H, F, and V drop fast below the random expectation, while that for M stays approximately on it, supporting our view that shuffling destroys the low discrepancy of the sequence. Again, H5 is very similar to D, however the fluctuations are much bigger, which one may expect from the “holes” in the replicates produced by starting them with $N > 1$. 
V. Integration tests with randomized Halton sequences

These were done similar to those of our former paper [22], where the test functions and the details of the integration procedure have been described. However, we have used narrower N-steps here. The simple test functions used have the advantage, that their variance, variation and effective dimension could be computed. For s = 12 the latter is approximately 11 for TF2 and TF3, 3 for TF1, 1.5 for TF4 and TF12, and near 1 for TF13 and TF14. Test functions TF1 and TF12-TF14 are equivalent to functions used in Ref. [29], where, however, the integrations were done only for a few $N \leq 2^{14}$. In this section we concentrate on methods H (replicated!), F, V and M. The number of replications was 10 or 1000. The use of internal replication for H, which appears to us quite natural, could also be thought of as a kind of “poor man’s random start scrambling”.

Since we must show the integration errors as log-log plots, we use the mean absolute error $\varepsilon(N)$ besides the rms error $\sigma(N)$ in our figures. The fluctuations of $\varepsilon(N)$ are very large (and would appear still larger, had we computed $\varepsilon$ for every $N$), therefore we present only one example in Fig. 8, from which one can also see that the rms error of a single replicate (i.e. not divided by $\sqrt{(N-1)}$) is a good probabilistic measure for the mean absolute error, even in case H, where that has not been proven. Moreover, the fluctuations of the absolute error $\varepsilon$ of ten different integrations with methods H, V (and also F, not shown) are comparable to or even larger than the differences between sequences. This situation is very much the same for $s = 4$ and $s = 12$. As Figs. 9 to 11 show, the rms error of a single replicate is practically the same if computed from 10 or 1000 replicates (as it should), and practically independent of the scrambling method. This statement has, however, two exceptions: (a) with some test functions (e.g. TF4 for $s = 12$) the error from using the random shift sequence (F) drops more slowly than H and V, and (b) that of the shuffled sequence (M) is always parallel and near to the pseudo-
random expectation. This different behavior of F and M has also been found for D* (cf. Fig. 3) and T* (cf. Fig. 5).

Our main conclusion is that for not too small N the quality of integration with (replicated pieces of) the unmodified Halton sequence or the different scrambled versions of it (perhaps with the exception of random shift scrambling) is essentially the same in view of the fluctuations of even an averaged integration error. Since the fluctuation maxima and minima for different replicates occur at different values of N, different scramblings should always be used as a consistency check, especially if one intends to do the integration with a fixed number N.

VI. Remarks on the shuffled Halton sequence

In 1994 Morokoff and Caflish [13] proposed to scramble the Halton sequence by using separate random permutations of the vector components for each given N. They expressed their hope that the discrepancy of such sequence might be smaller than that of a pseudo-random one. (But note that it is no longer an extensible sequence, to which one can add additional points without re-computing the old ones. It needs also a large memory for large N.) Recently, this kind of scrambling has been strongly promoted under the name “shuffled Halton sequence” by Hess and Polak [8], and then also used by others in applications (e.g. [2], [5], [30]). But, while it is true that this shuffling solves the problem of “coverage” and of correlation between pairs of dimensions, the superiority of this sequence over a purely pseudo random one has not been convincingly shown. We remark again that, in view of the fluctuations of D*(N), T*(N), and ε(N), only (plots of) results for many different values of N show what really happens.

In contrast to Ref. [8], we conjecture that the shuffled Halton sequence is no longer a low-discrepancy one, and will not generally perform better than a purely random sequence. In the N-range computed by us both discrepancies D* (Fig. 3) and T* (Figs. 5 and 7) are not essentially different from that of a pseudo-random sequence, and in no way comparable to those
of properly scrambled sequences. Similarly, in all integration tests (e.g. Figs. 9 to 11) the shuffled sequence performed worse than regularly scrambled ones, and generally only marginally better than pseudo-Monte Carlo. Especially, the slope of the error plots is never far from the pseudo-random value of $-\frac{1}{2}$.

It is well known that one big difference between pseudo-random and quasi-random sequences is, that in the latter there is correlation, i.e. each new point “knows” where the older ones are, while in the completely uncorrelated pseudo-random case this is not so. To illustrate this, we computed for sequences of given length $N$ the distribution of the distance from each point $x_n$ to the nearest neighboring point $x_j$, $j = 1..N$, $j \neq n$. Fig. 12 shows that standard and Braaten-Weller scrambled Halton sequences have distributions which are very distinct from that of shuffled sequences, which practically coincide here with pseudo-random ones. This is another indication that the shuffled sequence is more or less a pseudo-random one.

We conclude that, if it is important to avoid any correlation between different dimensions of the problem, and if one prefers quasi-Monte Carlo over pseudo-Monte Carlo methods, one should either use digit-scrambled Halton sequences (random shift and random start do not help, though the average correlation of a great number of randomized replicates is also small), or resort to some other type of low-discrepancy sequence, e.g. Sobol’s or Niederreiter’s ([25], [15], for implementations see [4], [9]).

VII. Conclusions

We saw that the differences of $D^*(N)$ and $T^*(N)$ between differently scrambled Halton sequences are small, and those of integration errors could be called negligible. This is in concord with the result of our former papers [21, 22], where we compared sequences of the Halton, Niederreiter and Niederreiter-Xing type, and also did not find the big differences which one
could anticipate from the literature. The same is true for Sobol sequences with different direction numbers [23]. What is wrong? Let us examine on what these expectations are based.

1) Theoretical formulas about worst case errors, as discussed in [22]. We showed there, I hope convincingly, that practical computations are neither in the asymptotic regime nor do they, in practice, have errors proportional to worst case errors.

2) Computations of the $L_2$-discrepancy $T^*$, the only one which can feasibly be computed for problems with realistic $N$ and dimensions $> 3$. However, it turns out that $T^*$ is of doubtful value for the assessment of integration errors.

3) Computational tests of more or less practical problems, which show many conflicting results (as e.g. discussed for problems in financial mathematics in Ref. [24]). In view of the large fluctuations of quasi-Monte Carlo integration as function of the number of trials $N$ (see Figs. 8 to 11 of this note, and Figs. 2, 4, and 6 of Ref. [22], where the plotted fluctuations are those of the average of 10 integrations) we suspect that many tests in the literature show just the result of a positive or negative fluctuation. Unfortunately in other papers only fits but not the fluctuating points are shown, and often the full set of parameters (number of replicates, range of the fits) are not given, which makes the assessment of such papers difficult.

On the other hand we will not conceal here the limitations of our own work:

(a) We used a limited number of test functions, and only rather simple ones. (Note, however, that TF4 is not a simple product function, and that we know the effective dimension of each one used.)

(b) Our largest dimension was 24 resp. 12. In financial mathematics 240 might be a more typical number. However, it has also been shown at least in one case ([20], Keister’s integral), that the effective dimension of such problems can also be very small.

(c) We concentrated on large $N$, i.e. $10^3$ to $10^9$, which for not too exotic test functions give integration errors much smaller than 1%. If one is happy with errors of several percent, a further
examination of the range $N < 1000$ should be done. In that case it is essential to investigate also
the fluctuations more thoroughly by looking at an increased number (thousands to millions) of
replicates.

**Appendix: Implementation of random start scrambling**

A little more detail about the implementation of the “random start Halton sequence” of
Wang and Hickernell [29], may be useful. It starts with a random point $\{u_1, u_2, \ldots u_s\}$ in $[0,1)^s$, and obtains the sequence by repeatedly applying component-wise a von Neumann-Kakutani
transform $T_b^j(x)$, where $b = b(j), j = 1..s$ is the Halton base for component $j$. It is shown in the
reference that the transformed sequence is identical to a standard Halton sequence whose
components $\phi_k(n)$ are started not with $n_k=1$ but with a set of $m_k > 0, k = 1..s$, which can be
computed from the $u_k$. It is further shown that this transform preserves the low discrepancy
property of the sequence.

A closer view shows that Halton numbers are *rational* numbers, and that the Neumann-
Kakutani transform as described in the reference should start with a *random rational* in $[0,1)^s$,
and be implemented in rational arithmetic. In this case the set of start numbers $m_k$ could be
exactly recovered, and a standard Halton implementation used to derive the rest of the sequence.
Of course, in production runs this is impractical. So the question is, where to switch from
rational to real arithmetic. We have implemented three alternatives: In the first one (code Y) we
start with integer random numbers in the arbitrary range $0 \leq Ri \leq 999999$, divide by $10^6$, compute
the exact rational Halton sequence, and transform this to real arithmetic for the calculation of
$D^*$. In the second one (code Z) we start with real random numbers and compute the sequence in
real arithmetic. In this case an arbitrary fixed number of digits for the implementation must be
chosen, and the equation $k = \text{Floor}(-\ln(1-x)/\ln(b)))$ of the reference must not be used, since it can
be false in real arithmetic.
Our third implementation (code V) starts the Halton sequence directly with a set of random integers $m_k$, $k=1..s$, between 1 and a value $b_k^v - 1$, where $v$ is taken such that $b_k^v$ just exceeds some fixed $m_{\text{max}}$, which we took to be 1 000 000. (We tried also 1000 without much difference.) These starts are uniformly distributed like the Neumann-Kakutani transformed ones. All versions were implemented in Mathematica, and the computed sequences transferred to our Fortran programs for $D^*$ and $T^*$, except for V, which is easily implemented directly in Fortran. Fig. 4 shows as an example, that the differences in $D^*$ between the three versions are, indeed, smaller than the fluctuations of $D^*(N)$ and the variance of repetitions.
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Figure captions

Fig. 1: $D^*$ of the standard (H, red), scrambled after [BW79] (B, brown), and reverse [VC05] (R, green) Halton sequences in four dimensions.

Fig. 2: $D^*$, s=4: lower: five internal replicates of the Halton sequence, upper: five instances of the digit scrambled Halton sequence shifted by +0.5. Without shift they differ by less than the fluctuations, which are typically less than 40%. The steps of the computation are 1 for $N < 200$, then 5 to $N \leq 400$, then 50 to $N \leq 950$, then 100.

Fig. 3: Average $D^*$ of five replicates of scrambled Halton sequences in 4 dimensions: random shift (F, green), digit scrambled (D, magenta), simplified random start (V, blue), and shuffled (M, black) in four dimensions. The straight line is a fit to the latter and has slope -0.533.

Fig. 4: Average $D^*$ of five repetitions of three different implementations of the random start Halton sequence in four dimensions (Y: red, Z: blue, V: green)

Fig. 5: $T^*$ of Halton sequences in 4 dimensions: H5 (red), B (brown), D (magenta), F (green), V (blue), M (black). Except for B, the average of 5 replicates has been plotted. For small N some $T^*$ exceed the random expectation (straight line). For $N > 100$ the plots of H5, B, D, and V are barely different, while F is somewhat worse, and M stays near the random line.

Fig. 6: $T^*$ of five replicates of scrambled Halton sequence in 12 dimensions: internal replicated (H5, lower), digit scrambled (D, upper, shifted upwards 0.5). Steps are 1 for $N \leq 100$, 50 for $N \leq 1000$, 500 for $N \leq 10000$. The differences between the replicates are smaller than the fluctuations, which are larger for H5 than D. The straight black lines are the random expectation.

Fig. 7: $T^*$ of the Halton sequences in 12 dimensions: H (red), D (yellow), F (green), V (cyan), M (black). For the randomized sequences D, F, V, and M the average of 5 repetitions has been plotted. For small N sequences H and M exceed the random expectation (thin straight black line).
appreciably. For $N > 1000$, the plots of $H$, $D$, $F$, and $V$ are barely different, unlike $M$ they drop fast below the random line.

Fig. 8: Errors of integration of TF1 in 12 dimensions with sequences $H$ (internal replication, red) and $V$ (random shift, blue). dashed bottom group: mean absolute error for 1000 replications, middle group: 10 replications, top group: rms error for a single integration (thin: 10 reps, thick: 1000 reps). For 1000 reps the rms errors of both sequences are within their line thickness. The rms errors of the averages would be 0.5 resp. 1.5 units lower.

Fig. 9: Rms errors of integration of TF4 in 12 dimensions with sequences $H$ (red), $F$ (green), $V$ (blue), and $M$ (black). Thin (thick) lines: 10 (1000) replicates. The straight black line is the expectation for pseudo-random sequences. Note that TF4 has a small effective dimension, so even sequence $M$ is better than pseudo-random.

Fig. 10: Rms errors of integration of TF3 in 4 dimensions with sequences $H$ (red), $F$ (green), $V$ (blue), and $M$ (black). Thin (thick) lines: 10 (1000) replicates. The straight black line is the expectation for pseudo-random sequences. Note that TF3 has full effective dimension.

Fig. 11: Rms errors of integration of TF13 in 4 dimensions with sequences $H$ (red), $F$ (green), $V$ (blue), and $M$ (black). Thin (thick) lines: 10 (1000) replicates. The straight black line is the expectation for pseudo-random sequences. Note that TF4 has a small effective dimension, so even sequence $M$ is better than pseudo-random.

Fig. 12: Distribution of the nearest neighbour distances of 1000 points of several sequences in 6 dimensions: $H$ (red), $R$ (blue), $B$ (green), pseudo-random (2 instances, black), $M$ (2 instances, violet). Note that $M$ coincides practically with pseudo-random.
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